
Retake Numerical Mathematics 2
April, 2020

Duration: 1 hour per test.

This is an open book exam.
In front of the questions one finds the points. The sum of the points plus 1 gives the end
mark for this test in case of a first attempt. In case of a repair we take the minimum of the
mark obtained here and a 6.

Test 1

1. [2] Consider the problem x3 = d for both x and d real where d is given and can be
any number in [−1, 1]. Determine the absolute condition number of this problem.

2. Consider the linear problem 4 2 0
2 1 + 10−20 1
0 1 0

 x1
x2
x3

 =

 6
4
1

 .
We want to solve this on a computer which uses a unit round-off of 1e-16.

(a) [2] Give the solution if we use Gaussian elimination without pivoting.

(b) [1] Give the solution if we use Gaussian elimination with partial pivoting.

(c) [1] Which of the two approaches gives the correct approximate solution and why?

3. [3] Consider the graph of a symmetric matrix depicted below. Suppose we cut the
problem in three parts by taking the unknowns in the two necks of the problem as
separators. Moreover, suppose we order the unknowns in each of the three blocks in
lexicographical order. Make a picture of the structure of the resulting linear system
and indicate where the unknowns go.

Test 2 an 3 can be found on the other side



Test 2

Consider the matrix  4 3 0

3 1
√

3

0
√

3 0


1. [2] Give the absolute condition number in 2-norm of the associated eigenvalue problem.

2. [3] Locate the eigenvalues of the matrix using the Gerschgorin circle theorems.

3. [4] Make a QR factorization of the matrix using Householder matrices. Give R ex-
plicitly and indicate how one can apply Q by storing only the vectors defining the
Housholder matrices. Hint: Note that from linearity we have that A[α 0]T = αA[1 0]T .

Test 3

1. Consider the function f(x) on [-1,1] given by

f(x) =

{
1 + x for x ∈ [−1, 0],
1− x for x ∈ [0, 1].

(a) [1.5] Let Cn(x) =
∑n

k=0 akTk(x) be the Chebyshev expansion of f(x). Show that
ak = 0 for k odd.

(b) [3] Compute a0 and a2.

(c) [0.5] Why will Cn(x) converge pointwise to f(x) on the whole interval [-1,1] for
n tending to infinity?

2. Consider for arbitrary f(x) the integral
∫∞
0 exp(−x)f(x)dx.

(a) [3] Derive that the first Gauss rule for this integral is simply f(1).

(b) [1] Determine the degree of exactness of the rule in the previous part.
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